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http://www.youtube.com/watch?v=fnGaf0p9x1U
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https://i.pinimg.com/736x/9a/56/7f/9a567fb5339cda2bfa8ffb685a42229d.jpg



https://www.ala.org/advocacy/advocacy/intfreedom/corevalues



Access



Confidentiality/Privacy



Democracy

https://apnews.com/article/one-tech-tip-spotting-deepfakes-ai-8f7403c7e5a738488d74cf2326382d8c



Diversity  Equity

“…treating the world as software promotes fantasies of control. And the best kind of control is 
control without responsibility. Our unique position as authors of software used by millions gives us 
power, but we don't accept that this should make us accountable. We're programmers—who else is 
going to write the software that runs the world? To put it plainly, we are surprised that people seem 
to get mad at us for trying to help.

 “Fortunately we are smart people and have found a way out of this predicament. Instead of relying 
on algorithms, which we can be accused of manipulating for our benefit, we have turned to machine 
learning, an ingenious way of disclaiming responsibility for anything. Machine learning is like money 
laundering for bias. It's a clean, mathematical apparatus that gives the status quo the aura of logical 
inevitability. The numbers don't lie.”

- Maciej Cegłowski



Education and Lifelong Learning



Intellectual Freedom



The Public Good

https://substackcdn.com/image/fetch/f_auto,q_auto:good,fl_progressive:steep/https%3A%2F%2Fbucketeer-e05bbc84-baa3-437e-9518-adb32be77984.s3.amazonaws.
com%2Fpublic%2Fimages%2F96a3dbbb-ae21-47dd-9d72-bf12a28c703d_1287x695.png



Preservation

https://www.designer-daily.com/wp-content/uploads/2022/03/EwIDrMGXMAAsc4X.jpg



Professionalism

https://www.sfgate.com/tech/article/sf-artisan-billboards-stop-hiring-humans-19969672.php?utm_source=fark&utm_medium=website&utm_content=link&ICID=ref_fark



Service



Social Responsibility

“the contribution that librarianship can make in ameliorating 
or solving the critical problems of society; support for efforts 
to help inform and educate the people of the United States 
on these problems and to encourage them to examine the 
many views on and the facts regarding each problem; and 
the willingness of ALA to take a position on current critical 
issues with the relationship to libraries and library service 
set forth in the position statement.”  



Social Responsibility



Sustainability

https://www.powermag.com/wp-content/uploads/2023/06/guernsey-power-station.png





Research Libraries Guiding Principles for Artificial Intelligence 

Research Libraries Guiding Principles for Artificial Intelligence (arl.org)

https://www.arl.org/wp-content/uploads/2024/04/Research-Libraries-Guiding-Principles-for-Artificial-Intelligence.pdf






PRINCIPLE 1

Libraries democratize access to artificial 
intelligence tools and technology to 

foster digital literacy among all people. 





PRINCIPLE 2

Libraries commit to understanding 
where distortions and biases are present 

in AI models and applications. 



https://qz.com/1427621/companies-are-on-the-hook-if-their-hiring-algorithms-are-biased





PRINCIPLE 3

Libraries champion transparency and 
information integrity.





https://www.explainxkcd.com/wiki/index.php/2494:_Flawed_Data





https://msa.maryland.gov/msa/mdmanual/01glance/wildlife/insects/html/invasive.html



PRINCIPLE 4

Libraries believe “no human, no AI.”





PRINCIPLE 5

Libraries prioritize the security and 
privacy of users in the use of AI tools, 

technology, and training data.





PRINCIPLE 6

Libraries assert that copyright law in the 
US and Canada is flexible and robust 
enough to respond to many copyright 

issues that arise from the intersection of 
technology and artificial intelligence.



From “Library Copyright Alliance Principles for Copyright and Artificial Intelligence”

“AI has the potential to disrupt many professions, not just 
individual creators. The response to this disruption (e.g., support 
for worker retraining through institutions such as community 
colleges and public libraries) should be developed on an 
economy-wide basis, and copyright law should not be treated as a 
means for addressing these broader societal challenges.”

https://www.librarycopyrightalliance.org/wp-content/uploads/2023/06/AI-principles.pdf





PRINCIPLE 7

Libraries negotiate to preserve the 
scholarly use of digital information.





https://images.jmcatalog.com/prdimgs/ArR00W3d/BROWN/450/BROWN1002.JPG



“The real problem of humanity is the 
following: We have Paleolithic 
emotions, medieval institutions and 
godlike technology. And it is 
terrifically dangerous, and it is now 
approaching a point of crisis 
overall.”
― Edward O. Wilson



Hi! I'm here to talk with you about the MD Tech Connect Conference. Start the conversation by telling me what your favorite session is or what session 
you would like to talk to me about. Sam: The one with Thomas and Sam Chatbot: It seems like the session with Thomas and Sam touched on various 
themes, including the role of artificial intelligence in education and human interaction. They discussed the potential benefits of AI in facilitating 
communication and even therapy, highlighting how some individuals may feel more comfortable interacting with AI in certain contexts. There was also a 
mention of personal experiences related to education and the challenges of transcription, which could reflect on the broader implications of technology 
in learning environments. The conversation seemed to weave in philosophical reflections, possibly indicating a deeper exploration of how technology 
intersects with human experiences. What aspects of their discussion stood out to you, or is there a specific topic you would like to delve deeper into? 
Their feelings about AI in general Chatbot Avatar In the session with Thomas and Sam, there were mixed feelings about AI. They acknowledged the 
potential of AI to assist in various tasks, such as modeling and design, but also expressed caution regarding its implications. There was a concern 
about the perception of AI as having human-like qualities, which can lead to misunderstandings about its capabilities and limitations. They highlighted 
the importance of critical thinking when engaging with AI, emphasizing that while it can be a useful tool, it should not replace human intelligence or 
creativity. The discussion also touched on the societal impacts of AI, including fears about job displacement and wealth inequality, suggesting that while 
AI could bring about significant changes, it also raises important ethical and practical questions. What do you think are the most pressing ethical 
considerations regarding AI that we should be aware of as we move forward? How it intersects with our library values Chatbot Avatar The intersection 
of AI with library values is a significant theme discussed in the session. Libraries traditionally prioritize access to information, equity, and community 
service, and these values can be challenged by the implementation of AI technologies. For instance, the ethical considerations surrounding AI, such as 
data privacy, bias, and the digital divide, directly relate to the library's mission to provide equitable access to information for all community members. 
There is a concern that AI could exacerbate existing inequalities if not implemented thoughtfully, as it may benefit those who are already tech-savvy 
while alienating others. Additionally, the role of libraries as trusted community resources means they have a responsibility to educate patrons about AI, 
including its benefits and potential harms. This aligns with the library's commitment to fostering informed communities and promoting critical thinking. 
How do you think libraries can best navigate the challenges posed by AI while staying true to their core values? I want to know whether we should use 
generative AI in libraries, according to Thomas and Sam Chatbot Avatar According to the discussion by Thomas and Sam, there is a nuanced 
perspective on the use of generative AI in libraries. They recognize that while generative AI has potential applications, such as assisting with tasks like 
creating book club questions or lesson plans, there are significant ethical considerations and potential harms that need to be addressed. They suggest 
that libraries should engage with AI technology but do so with caution. The emphasis is on teaching patrons about AI responsibly, ensuring that users 
understand its limitations and the importance of critical thinking when using these tools. They argue that libraries should not fully embrace generative 
AI without considering its implications on equity and the potential for unequal benefits in society. Ultimately, the stance seems to be that while 
generative AI can be a useful tool, libraries should approach its use thoughtfully and ensure that it aligns with their mission to serve the community 
equitably. What are your thoughts on how libraries can balance the benefits of generative AI with the need for ethical considerations? Scroll to bottom 
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